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#### Abstract

The eigenenergies of the Schrödinger equation with Coulomb potential plus linear and harmonic radial terms are investigated using the perturbation technique within the framework of the asymptotic iteration method. The obtained eigenenergies are compared with those obtained from the shifted $1 / N$ expansion method, the moment method and also with the exact values obtained from the super-symmetric method. It is found that asymptotically this method gives accurate results for arbitrary $g, Z$ and $\lambda$.


PACS number: 03.65.Ge

## 1. Introduction

Since the appearance of the Schrödinger equation in quantum mechanics, there has been continual research into solving the Schrödinger equation with exactly solvable potentials using different methods and techniques [1-8].

In recent years, the study of the Coulomb potential perturbed by a term or terms involving various powers of $r$ has become much more desirable for the theoretical understanding of several newly discovered phenomena in different branches of physics. The lack of an exact analytical solution to such potentials makes the study of these potentials one of the most popular theoretical laboratories for examining the validity of various approximation techniques based on perturbative and nonperturbative approaches.

A well-known and important example in this respect is the Coulomb potential plus linear and harmonic radial terms

$$
\begin{equation*}
V(r)=\frac{-Z}{r}+g r+\lambda r^{2} \tag{1}
\end{equation*}
$$

This potential has played an important role in many different fields of physics, such as atomic and molecular physics [9, 10], particle physics [11-16], plasma physics and solid-state physics [17-19].

This potential has been studied in the context of the Rayleigh-Schrödinger perturbation method [10, 20], the moment method [21], analytic continued fraction theory [22-24], the Hill determinant [25, 26], the Bender-Wu method [17], the Padé method [9], super-symmetric quantum mechanics (SUSYQM) [27], the shifted $1 / N$ expansion method [28], the two-point quasi-fractional approximations method [29] and other methods [30, 31].

However, explicit calculation of the eigenenergies with the Rayleigh-Schrödinger perturbation theory, which is described in most quantum mechanics textbooks, runs into difficulty with the summation over all intermediate unperturbed eigenstates. In addition, the logarithmic perturbation theory (LPT) and the Dalgarno-Lewis technique [32] all have problems in calculating corrections to the excited states. Thus, the need arises to have a relatively simple and effective method which will give, to a high degree of accuracy, the eigenenergies ( $E_{n \ell}$ ) and eigenfunctions without any constraint on the potential parameter values involved.

In recent years, much attention has been focused on the asymptotic iteration method (AIM) [33]. This method reproduces exact solutions to many differential equations which are important in applications to many problems in physics, such as the equations of Hermite, Laguerre, Legendre and Bessel [33]. The AIM also gives complete exact solutions of the Schrödinger equation for the Pösch-Teller potential, the harmonic oscillator potential, the complex cubic potential [34] and the anharmonic oscillator potentials [35, 36]. Very recently we applied the AIM and we found exact eigenenergies for the angular spheroidal wave equation [37, 38].

Encouraged by its satisfactory performance through comparisons with the other methods, and the importance of the Coulomb potential plus linear and harmonic radial terms, we feel tempted to extend the AIM to solve the three-dimensional Schrödinger equation for this potential. However, this time not by solving the equation directly, as we have done earlier [36], rather by using an alternative approach to the perturbation theory within the framework of the AIM [39]. Shortly, we shall see how the AIM can be used to find the coefficients in the perturbation series for the three-dimensional Schrödinger equation directly, without either using the base eigenfunctions of the unperturbed problem or needing to calculate matrix elements. This method is applicable in the same form to both the ground state and excited states without involving tedious calculations which appear in the available perturbation theories.

With this in mind, this paper is organized as follows. In section 2, the formulation of the AIM for finding the eigenenergies of a Coulomb potential in the presence of external linear plus harmonic oscillator terms is outlined. The analytical expressions for AIM are cast in such a way that allows the reader to use them without proceeding into their derivation. In section 3, we explain the method to obtain numerically the eigenenergies, and therein we will compare the accuracy of our results with those obtained by other methods, such as the shifted $1 / N$ expansion method, the moment method and the super-symmetric method. Finally, we remark on the results and our findings.

## 2. Formalism of the asymptotic iteration method for the potential

$V(r)=-Z / r+g r+\lambda r^{2}$
Consider the three-dimensional radial Schrödinger equation (in atomic units, $\hbar=m=c=1$ )

$$
\begin{equation*}
\left[-\frac{1}{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} r^{2}}+\frac{\ell(\ell+1)}{2 r^{2}}-\frac{Z}{r}+g r+\lambda r^{2}\right] \Psi_{n \ell}(r)=E_{n \ell} \Psi_{n \ell}(r), \tag{2}
\end{equation*}
$$

with $\Psi_{n \ell}(0)=0$ and $\Psi_{n \ell}(\infty)=0 . \quad E_{n \ell}$ s are the eigenenergies, $Z$ represents the variable (positive) nuclear charge, $g$ and $\lambda$ represent independent coupling constants.

Making the change of variables $r=u^{2}$, and furthermore we remove the first derivative by proposing the ansatz

$$
\begin{equation*}
\Phi_{n \ell}(u)=\Psi_{n \ell}(u) \exp (-p(u) / 2) ; \quad p^{\prime}(u)=-\frac{1}{u} \tag{3}
\end{equation*}
$$

which in turn implies a Schrödinger-like radial equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \Phi_{n \ell}(u)}{\mathrm{d} u^{2}}-\left(\frac{\ell ́(\ell ́+1)}{u^{2}}-8 E_{n \ell} u^{2}+8 g u^{4}+8 \lambda u^{6}-8 Z\right) \Phi_{n \ell}(u)=0 \tag{4}
\end{equation*}
$$

with é $(\hat{\ell}+1)=4 \ell(\ell+1)+\frac{3}{4}$.
If we further insert the ansatz

$$
\begin{equation*}
\Phi_{n \ell}(u)=u^{(\hat{\ell}+1)} \mathrm{e}^{-\alpha u^{4} / 4} f_{n \ell}(u) \tag{5}
\end{equation*}
$$

into equation (4), carry out the mathematics, collect the terms of equal powers in $u$, and choosing the arbitrary parameter $\alpha=\sqrt{8 \lambda}$, then the function $f_{n \ell}(u)$ will satisfy a new second-order homogeneous linear differential equation of the form

$$
\begin{equation*}
f_{n \ell}^{\prime \prime}(u)=\lambda_{0}(u, \gamma) f_{n \ell}^{\prime}(u)+s_{0}(u, \gamma) f_{n \ell}(u) \tag{6}
\end{equation*}
$$

where
$\lambda_{0}(u, \gamma)=2\left(\alpha u^{3}-\frac{(\hat{\ell}+1)}{u}\right), \quad s_{0}(u, \gamma)=\left(-\epsilon_{n \ell} u^{2}+\gamma\left(8 g u^{4}-8 Z\right)\right)$,
$\epsilon_{n \ell}=8 E_{n \ell}-(2 \hat{\ell}+5) \alpha$,
and $\gamma$ is an artificially introduced perturbation expansion parameter to be equal to 1 at the end of the calculations.

Here, it should be pointed out that the choice of the ansatz in equation (5) is motivated, that is when we switch off $\gamma$, equation (6) will be reduced to an exactly solvable eigenvalue problem within the framework of AIM [34].

However, straightforward application of AIM to equation (6), when $\gamma \neq 0$, does not give any reasonable results. Where it is observed that a different number of iterations are required to obtain different eigenstates and the sequence appears to converge when the number of iterations $k \leqslant \simeq 30$, but then starts to oscillate as $k$ increases. This result violates the principle behind the AIM.

Therefore, to overcome this problem, we will use a perturbation approach within the framework of the AIM. Hence, we propose to use in equation (6) a potential $V(u)$, which is expressed as a sum of two parts

$$
\begin{equation*}
V(u)=V_{0}(u)+\gamma V_{1}(u), \tag{9}
\end{equation*}
$$

with $V_{0}(u)=-\epsilon_{n \ell} u^{2}$ to have an exact solution within AIM and $V_{1}(u)=\gamma\left(8 g u^{4}-8 Z\right)$ which will be investigated using a perturbation expansion technique within the framework of AIM.

Following the systematic procedure of AIM [33], that will lead to a general solution of the second-order differential equation (6), we get
$f_{n \ell}^{\prime \prime}(u)=\exp \left(-\int^{u} \varrho\left(u^{\prime}, \gamma\right) \mathrm{d} u^{\prime}\right)\left[C_{2}+C_{1} \int^{u} \exp \left(\int^{u^{\prime}}\left\{\lambda_{0}\left(u^{\prime \prime}, \gamma\right)+2 \varrho\left(u^{\prime \prime}, \gamma\right)\right\} \mathrm{d} u^{\prime \prime}\right) \mathrm{d} u^{\prime}\right]$,
if for some $k>0$,

$$
\begin{equation*}
\varrho(u, \gamma) \equiv \frac{s_{k}(u, \gamma)}{\lambda_{k}(u, \gamma)}=\frac{s_{k-1}(u, \gamma)}{\lambda_{k-1}(u, \gamma)}, \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda_{k}(u, \gamma)=\lambda_{k-1}^{\prime}(u, \gamma)+s_{k-1}(u, \gamma)+\lambda_{0}(u, \gamma) \lambda_{k-1}(u, \gamma), \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{k}(u, \gamma)=s_{k-1}^{\prime}(u, \gamma)+s_{0}(u, \gamma) \lambda_{k-1}(u, \gamma) . \tag{13}
\end{equation*}
$$

Here, it should be noted that one can construct the eigenfunctions $f_{n \ell}(u)$ from the knowledge of $\varrho(u, \gamma)$. For sufficiently large $k$, one can also introduce the termination condition of the method

$$
\begin{equation*}
\delta_{k}(u, \gamma) \equiv s_{k}(u, \gamma) \lambda_{k+1}(u, \gamma)-s_{k+1}(u, \gamma) \lambda_{k}(u, \gamma)=0 . \tag{14}
\end{equation*}
$$

If we expand $\delta_{k}(u, \gamma)$ around $\gamma=0$, we get the following series:
$\delta_{k}(u, \gamma)=\delta_{k}(u, 0)+\left.\frac{\gamma}{1!} \frac{\partial \delta_{k}(u, \gamma)}{\partial \gamma}\right|_{\gamma=0}+\left.\frac{\gamma^{2}}{2!} \frac{\partial^{2} \delta_{k}(u, \gamma)}{\partial \gamma^{2}}\right|_{\gamma=0}+\left.\frac{\gamma^{3}}{3!} \frac{\partial^{3} \delta_{k}(u, \gamma)}{\partial \gamma^{3}}\right|_{\gamma=0}+\cdots$.

According to the procedure of AIM, $\delta_{k}(u, \gamma)$ must be zero; if this to be true for every $\gamma$ value, then every term of the series must be zero. That is to say

$$
\begin{equation*}
\delta_{k}^{(j)}(u, \gamma)=\left.\frac{\gamma^{j}}{j!} \frac{\partial^{j} \delta_{k}(u, \gamma)}{\partial \gamma^{j}}\right|_{\gamma=0}=0, \quad j=0,1,2, \ldots . \tag{16}
\end{equation*}
$$

Up to this point, it is also convenient to expand $\epsilon_{n \ell}$,

$$
\begin{equation*}
\epsilon_{n \ell}=\epsilon_{n \ell}^{(0)}+\gamma \epsilon_{n \ell}^{(1)}+\gamma^{2} \epsilon_{n \ell}^{(2)}+\gamma^{3} \epsilon_{n \ell}^{(3)}+\gamma^{4} \epsilon_{n \ell}^{(4)}+\cdots . \tag{17}
\end{equation*}
$$

A quantitative estimate for $\epsilon_{n \ell}$ expansion terms can be obtained by comparing the terms with the same order of $\gamma$ in equations (16) and (17). Therefore, it is clear that the roots of $\delta_{k}^{(0)}(u, 0)=0$ give us the leading contribution energy terms $\epsilon_{n \ell}^{(0)}$. Likewise, the roots of $\delta_{k}^{(1)}(u, \gamma)=0$ give us the first correction terms to $\epsilon_{n \ell}^{(1)}$ and so on. Accordingly, the general solution for the eigenenergies $E_{n \ell}$ in conjunction with equation (8) is

$$
\begin{equation*}
E_{n \ell}=\frac{1}{8}\left((2 \ell+5) \alpha+\epsilon_{n \ell}^{(0)}+\gamma \epsilon_{n \ell}^{(1)}+\gamma^{2} \epsilon_{n \ell}^{(2)}+\gamma^{3} \epsilon_{n \ell}^{(3)}+\gamma^{4} \epsilon_{n \ell}^{(4)}+\cdots\right) . \tag{18}
\end{equation*}
$$

## 3. Numerical results for the eigenenergies of the potential $V(r)=-Z / r+g r+\lambda r^{2}$

Within the framework of the asymptotic iteration method mentioned in the above section, the eigenenergies $E_{n \ell}$ of the Coulomb potential in the presence of external linear plus harmonic oscillator radial terms are calculated by means of equation (18).

To obtain the leading energy term $\epsilon_{n \ell}^{(0)}$, one should simply switch off $\gamma$ in equation (6), which will lead to an exactly solvable eigenvalue problem within the framework of AIM [34]

$$
\begin{equation*}
f_{n \ell}^{\prime \prime}(u)=2\left(\alpha u^{3}-\frac{(\ell ́+1)}{u}\right) f_{n \ell}^{\prime}(u)-\epsilon_{n \ell} u^{2} f_{n \ell}(u), \tag{19}
\end{equation*}
$$

the roots of $\delta_{k}^{(0)}(u, 0)=0$ yield

$$
\begin{equation*}
\epsilon_{n \ell}^{(0)}=8 n \alpha, \quad n=0,1,2, \ldots \tag{20}
\end{equation*}
$$

For each iteration, the expression $\delta_{k}^{(0)}(u, 0)=0$ depends on two variables, namely, $\epsilon_{n \ell}^{(0)}$ and $u$. Since the problem is exactly solvable, the calculated eigenenergies $\epsilon_{n \ell}^{(0)}$ by means of this condition are independent of the choice of $u$. Nevertheless, the choice of $u$ is observed to be critical to the speed of the convergence. Therefore, for this problem we choose

Table 1. The calculated values of the coefficients in the energy expansion and the total energy $\epsilon_{n \ell}$ by means of this work for different values of $\ell, Z, \lambda$ and $g$.

| $n$ | $\ell$ | $Z$ | $\lambda$ |  | $g$ | $\epsilon_{n \ell}^{(0)}$ | $\epsilon_{n \ell}^{(1)}$ | $\epsilon_{n \ell}^{(2)}$ | $\epsilon_{n \ell}^{(3)}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 0.1 | 0.44721 | 0 | 0 | -4.00000 | 0 | -4.00000 |
| 0 | 1 | 1 | 0.1 | 0.22361 | 0 | 0 | -1.00000 | 0 | -1.00000 |
| 0 | 2 | 1 | 0.1 | 0.14907 | 0 | 0 | -0.44444 | 0 | -0.44444 |
| 0 | 3 | 1 | 0.1 | 0.11180 | 0 | 0 | -0.25000 | 0 | -0.25000 |
| 0 | 0 | 1 | 10.0 | 4.47214 | 0 | 0 | -4.00000 | 0 | -4.00000 |
| 0 | 1 | 1 | 10.0 | 2.23607 | 0 | 0 | -1.00000 | 0 | -1.00000 |
| 0 | 2 | 1 | 10.0 | 1.49071 | 0 | 0 | -0.44444 | 0 | -0.44444 |
| 0 | 3 | 1 | 10.0 | 1.11803 | 0 | 0 | -0.25000 | 0 | -0.25000 |
| 0 | 0 | 10 | 0.1 | 4.47214 | 0 | 0 | -400.000 | 0 | -400.000 |
| 0 | 1 | 10 | 0.1 | 2.23607 | 0 | 0 | -100.000 | 0 | -100.000 |
| 0 | 2 | 10 | 0.1 | 1.49071 | 0 | 0 | -44.44444 | 0 | -44.44444 |
| 0 | 3 | 10 | 0.1 | 1.11803 | 0 | 0 | -25.0000 | 0 | -25.0000 |
| 0 | 0 | 10 | 10.0 | 44.72136 | 0 | 0 | -400.000 | 0 | -400.000 |
| 0 | 1 | 10 | 10.0 | 22.36068 | 0 | 0 | -100.000 | 0 | -100.000 |
| 0 | 2 | 10 | 10.0 | 14.90712 | 0 | 0 | -44.44444 | 0 | -44.44444 |
| 0 | 3 | 10 | 10.0 | 11.18034 | 0 | 0 | -25.0000 | 0 | -25.0000 |
| 0 | 0 | 10 | 1000.0 | 447.21359 | 0 | 0 | -400.000 | 0 | -400.000 |
| 0 | 1 | 10 | 1000.0 | 223.60680 | 0 | 0 | -100.000 | 0 | -100.000 |
| 0 | 2 | 10 | 1000.0 | 149.07120 | 0 | 0 | -44.44444 | 0 | -44.44444 |
| 0 | 3 | 10 | 1000.0 | 111.80340 | 0 | 0 | -25.0000 | 0 | -25.0000 |

Table 2. The calculated values of the coefficients in the energy expansion and the total energy $\epsilon_{n \ell}$ by means of this work for $Z=1, \lambda=1$ and for different values of $g$.

| $g$ | $\epsilon_{00}^{(0)}$ | $\epsilon_{00}^{(1)}$ | $\epsilon_{00}^{(2)}$ | $\epsilon_{00}^{(3)}$ | $\epsilon_{00}^{(4)}$ | $\epsilon_{00}^{(5)}$ | $\epsilon_{n \ell}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -2.0 | 0 | -25.91660 | -0.33733 | -0.06579 | -0.01672 | -0.00501 | -26.34145 |
| -1.0 | 0 | -18.32581 | -0.35458 | -0.07895 | -0.01694 | -0.00322 | -18.78000 |
| -0.5 | 0 | -14.53041 | -0.69111 | -0.15101 | -0.02701 | -0.00319 | -15.40273 |
| -0.1 | 0 | -11.49410 | -1.11774 | -0.20411 | -0.02726 | -0.00081 | -12.84329 |
| 0.0 | 0 | -10.73500 | -1.24625 | -0.21411 | -0.02599 | -0.00003 | -12.22138 |
| 0.1 | 0 | -9.97593 | -1.38351 | -0.22218 | -0.02423 | -0.00076 | -11.60661 |
| 0.5 | 0 | -6.93961 | -2.02000 | -0.22875 | -0.01342 | 0.00343 | -9.19835 |
| 1.0 | 0 | -3.14421 | -3.01235 | -0.15548 | 0.00089 | 0.00355 | -6.30760 |
| 2.0 | 0 | 4.44659 | -5.63287 | 0.41274 | -0.05604 | -0.00064 | -0.85594 |

$u=\left(\frac{\ell+1}{\alpha}\right)^{(1 / 4)}$ which corresponds to the maximum point of the asymptotic wavefunction given in equation (5), and the exact eigenenergies begin to appear when the number of iterations $k \geqslant 25$.

On the other hand, to obtain the perturbative expansion terms, first one should switch on $\gamma$, substitute $\epsilon_{n \ell}^{(0)}+\gamma \epsilon_{n \ell}^{(1)}$ for $\epsilon_{n \ell}$ in equation (6) and terminate the iterations by imposing the condition $\delta_{k}^{(1)}(u, \gamma)=0$ as an approximation to equation (6). The first root of the resulting equation gives $\epsilon_{n \ell}^{(1)}$. Similarly, one can obtain the other perturbative expansion terms.

The results of these latter calculations do not lend themselves to symbolic expression. Especially $\epsilon_{n \ell}^{(1)}, \epsilon_{n \ell}^{(2)}, \epsilon_{n \ell}^{(3)}, \epsilon_{n \ell}^{(4)}$ and $\epsilon_{n \ell}^{(5)}$ tend to become rather numerical; consequently, in tables $1-3$, an explicit list of calculations with different values of $n, \ell, Z, \lambda$ and $g$ are given, so that the reader may, if so inclined, reproduce our results.

Table 3. The calculated values of the coefficients in the energy expansion and the total energy $\epsilon_{n \ell}$ by means of this work for different values of $\ell, Z, \lambda$ and $g$.

| $n$ | $\ell$ | $Z$ | $\lambda$ | $g$ | $\epsilon_{n \ell}^{(0)}$ | $\epsilon_{n \ell}^{(1)}$ | $\epsilon_{n \ell}^{(2)}$ | $\epsilon_{n \ell}^{(3)}$ | $\epsilon_{n \ell}^{(4)}$ | $\epsilon_{n \ell}$ |
| :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- | ---: | ---: | ---: |
| 1 | 0 | 1 | 0.1 | 0.09620 | $\frac{16}{\sqrt{5}}$ | -3.08277 | -0.72313 | 0.01426 | 0.03540 | 3.39918 |
| 0 |  |  |  | 0.57462 | 0 | 1.71980 | -5.10459 | 0.45602 | -0.09075 | -3.01952 |
| 1 | 1 | 1 | 0.1 | 0.00969 | $\frac{16}{\sqrt{5}}$ | -3.39532 | -0.17729 | -0.00786 | 0.00000 | 3.57495 |
| 0 |  |  |  | 0.36298 | 0 | 2.50845 | -1.67928 | 0.12705 | -0.01316 | 0.94306 |
| 1 | 2 | 1 | 0.1 | -0.02025 | $\frac{16}{\sqrt{5}}$ | -3.52070 | -0.06230 | -0.00279 | 0.00000 | 3.56963 |
| 0 |  |  |  | 0.28113 | 0 | 2.85217 | -0.90568 | 0.05459 | -0.00394 | 1.99714 |
| 1 | 3 | 1 | 0.1 | -0.03359 | $\frac{16}{\sqrt{5}}$ | -3.57363 | -0.02557 | -0.00101 | 0.00000 | 3.55521 |
| 0 |  |  |  | 0.23484 | 0 | 3.03692 | -0.58958 | 0.02908 | 0.00000 | 2.47642 |
| 1 | 0 | 1 | 10.0 | -3.42612 | $32 \sqrt{5}$ | -37.84540 | -0.26989 | -0.01025 | 0.00000 | 33.42864 |
| 0 |  |  |  | 10.13432 | 0 | 24.16970 | -9.99530 | 1.24950 | -0.20585 | 15.21805 |
| 1 | 1 | 1 | 10.0 | -3.60956 | $32 \sqrt{5}$ | -38.16080 | -0.21152 | -0.01002 | 0.000000 | 33.17184 |
| 0 |  |  |  | 7.33634 | 0 | 29.02820 | -4.35920 | 0.37895 | -0.03735 | 25.01060 |
| 1 | 2 | 1 | 10.0 | -3.42801 | $32 \sqrt{5}$ | -37.88360 | -0.23315 | -0.01014 | 0.00000 | 33.42729 |
| 0 |  | 1 |  | 6.03675 | 0 | 31.04850 | -2.72560 | 0.17771 | -0.01256 | 28.48805 |
| 1 | 3 | 1 | 10.0 | -3.22473 | $32 \sqrt{5}$ | -37.60760 | -0.23959 | -0.00926 | 0.00000 | 33.69773 |
| 0 |  | 1 |  | 5.23719 | 0 | 32.15200 | -1.95680 | 0.10164 | 0.00000 | 30.29684 |

Table 4. Comparison between selected eigenenergies calculated from the shifted ( $1 / N$ ) expansion method $E(1 / N)$, the exact super-symmetric values $E$ (SUSY) and the eigenenergies $E_{n \ell}$ (AIM) computed by means of equation (18).

| $n$ | $\ell$ | $Z$ | $\lambda$ | $g$ |  | $E(1 / N)$ | $E($ SUSY $)$ |
| :--- | :--- | ---: | ---: | ---: | :--- | :--- | :--- |
| 0 | 0 | 1 | 0.1 | 0.44721 | 0.17166 | 0.17082 | 0.17082 |
| 0 | 1 | 1 | 0.1 | 0.22361 | 0.99337 | 0.99303 | 0.99303 |
| 0 | 2 | 1 | 0.1 | 0.14907 | 1.50979 | 1.50969 | 1.50969 |
| 0 | 3 | 1 | 0.1 | 0.11180 | 1.98124 | 1.98121 | 1.98121 |
| 0 | 0 | 1 | 10.0 | 4.47214 | 6.22680 | 6.20820 | 6.20820 |
| 0 | 1 | 1 | 10.0 | 2.23607 | 11.05719 | 11.05534 | 11.05534 |
| 0 | 2 | 1 | 10.0 | 1.49071 | 15.59732 | 15.59692 | 15.59692 |
| 0 | 3 | 1 | 10.0 | 1.11803 | 20.09349 | 20.09336 | 20.09336 |
| 0 | 0 | 10 | 0.1 | 4.47214 | -49.32918 | -49.32918 | -49.32918 |
| 0 | 1 | 10 | 0.1 | 2.23607 | -11.38196 | -11.38197 | -11.38197 |
| 0 | 2 | 10 | 0.1 | 1.49071 | -3.99030 | -3.99031 | -3.99031 |
| 0 | 3 | 10 | 0.1 | 1.11803 | -1.11253 | -1.11254 | -1.11254 |
| 0 | 0 | 10 | 10.0 | 44.72136 | -43.29158 | -43.29180 | -43.29180 |
| 0 | 1 | 10 | 10.0 | 22.36068 | -1.31903 | -1.31966 | -1.31966 |
| 0 | 2 | 10 | 10.0 | 14.90712 | 10.09763 | 10.09692 | 10.09692 |
| 0 | 3 | 10 | 10.0 | 11.18034 | 17.00007 | 16.99961 | 16.99961 |
| 0 | 0 | 10 | 1000.0 | 447.21359 | 17.16639 | 17.08204 | 17.08204 |
| 0 | 1 | 10 | 1000.0 | 223.60680 | 99.33672 | 99.30340 | 99.30340 |
| 0 | 2 | 10 | 1000.0 | 149.07120 | 150.97866 | 150.96920 | 150.96920 |
| 0 | 3 | 10 | 1000.0 | 111.80340 | 198.12448 | 198.12112 | 198.12112 |

Table 5. Comparison between selected eigenenergies calculated from the Shifted $E(1 / N)$ expansion method, the moment method $E$ (Bessis et al) and the eigenenergies $E_{n \ell}$ (AIM) computed by means of equation (18).

| $n$ | $\ell$ | $Z$ | $\lambda$ | $g$ | $E(1 / N)$ | $E($ Bessis et al) | $E(\mathrm{AIM})$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 | -2.0 | -1.14933 | -1.1717 | -1.1715 |
| 0 |  |  |  | -1.0 | -0.21857 | -0.22619 | -0.22613 |
| 0 |  |  |  | -0.5 | 0.20284 | 0.19600 | 0.19600 |
| 0 |  |  |  | -0.1 | 0.52247 | 0.51594 | 0.51582 |
| 0 | 0 | 1 | 1 | 0.0 | 0.60025 | 0.59377 | 0.59365 |
| 0 |  |  |  | 0.1 | 0.67725 | 0.67081 | 0.67050 |
| 0 |  |  |  | 0.5 | 0.97790 | 0.97162 | 0.97152 |
| 0 |  |  |  | 1.0 | 1.3391 | 1.33280 | 1.33287 |
| 0 |  |  |  | 2.0 | 2.0213 | 2.01490 | 2.01433 |

Table 6. Comparison between selected eigenenergies calculated from the shifted $E(1 / N)$ expansion method, the exact super-symmetric values $E$ (SUSY) and the eigenenergies $E_{n \ell}$ (AIM) computed by means of equation (18).

| $n$ | $\ell$ | $Z$ | $\lambda$ | $g$ | $E(1 / N)$ | $E($ SUSY $)$ | $E(\mathrm{AIM})$ |
| :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: |
| 1 | 0 | 1 | 0.1 | 0.09620 | 1.15840 | 1.09490 | 1.09572 |
| 0 |  |  |  | 0.57462 | 0.29349 | 0.29256 | 0.29332 |
| 1 | 1 | 1 | 0.1 | 0.00969 | 1.57947 | 1.56501 | 1.56490 |
| 0 |  |  |  | 0.36298 | 1.23619 | 1.23586 | 1.23591 |
| 1 | 2 | 1 | 0.1 | -0.02025 | 2.01632 | 2.01144 | 2.01145 |
| 0 |  |  |  | 0.28113 | 1.81497 | 1.81488 | 1.81489 |
| 1 | 3 | 1 | 0.1 | -0.03359 | 2.45893 | 2.45685 | 2.45686 |
| 0 |  |  |  | 0.23484 | 2.32184 | 2.32180 | 2.32201 |
| 1 | 0 | 1 | 10.0 | -3.42612 | 11.12919 | 10.88688 | 10.88678 |
| 0 |  |  |  | 10.13432 | 8.63116 | 8.61273 | 8.61219 |
| 1 | 1 | 1 | 10.0 | -3.60956 | 15.37990 | 15.32675 | 15.32682 |
| 0 |  |  |  | 7.33634 | 14.30878 | 14.30693 | 14.30667 |
| 1 | 2 | 1 | 10.0 | -3.42801 | 19.84892 | 19.83083 | 19.83089 |
| 0 |  | 1 |  | 6.03675 | 19.21396 | 19.21355 | 19.21348 |
| 1 | 3 | 1 | 10.0 | -3.22473 | 24.34450 | 24.33677 | 24.33683 |
| 0 |  | 1 |  | 5.23719 | 23.91118 | 23.91104 | 23.91172 |

Moreover, in tables 4-6 the results of AIM, together with the shifted expansion method $E(1 / N)$, the moment method $E$ (Bessis et al) and the super-symmetric exact results $E$ (SUSY), are displayed for comparison purposes.

In the tables, we have only considered the eigenenergies for the ground state $n=0$ and the first excited state $n=1$ with different values of $\ell$. This was in order to make a clear comparison between the results of this method and the results of [21,28]. An examination of tables 4-6 shows that the accuracy of the AIM is better than the accuracy of shifted $1 / N$ expansion method, and the predicted eigenenergies $E_{n \ell}($ AIM $)$ are all in excellent agreement with the results of the moment method [21] and the super-symmetric method [28]. Furthermore, the special case $Z=0, g=0$ and $\lambda=1$, which corresponds to the three-dimensional harmonic oscillator, and the cases studied in [40] can be easily reproduced within the framework of this work.

It is also important to emphasize that the approach described in this paper and its analytical expressions are much more useful than pure numerical calculations, since they represented useful aids in modelling realistic physical problems and they offered an interesting field of investigation in their own right.

Finally, although in this work we have focused only on the calculations of the eigenenergies for the potential (1), one can also find analytical and numerical solutions easily for the corresponding eigenfunctions, if necessary, through the use of equations (10) and (11).

As a concluding remark, we have shown that it is very easy task to implement the perturbation technique within the framework of the AIM without having to worry about the ranges of the couplings in the potential. Moreover, the degree of precision of the results can be drastically improved by raising the perturbative order in the expansion a step, which does not bear any technical difficulty.
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